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Abstract

This paper proposes a system for an automatic detec-
tion of indoor scene events with interactive inquiry based
on speech dialog and gesture recognition. The system
detects the events that various objects are brought in or
taken out by image recognition. The user of the system in-
quires the stored events in the past by pointing the objects
or space and using speech dialog. Since automatic event
detection may fail in complicated indoor scene, the sys-
tem can use interactive inquiry to correct such failures.

1. Introduction
Recently, there is a growing necessity of surveillance

camera systems for security purposes. For the applica-
tion of the environmental camera system, automatic de-
tection of scene events such as human entrance or object
moving in the indoor or outdoor scenes are proposed [1]-
[3]. Kawamura et al.[4] proposed a system for supporting
Object-finding by video recorded with a wearable cam-
era set on a user’s head. Coen [5] proposed an intelli-
gent room that analyzes human behaviors and automati-
cally controls facilities like light or TV. Makihara et al.[6]
proposed a service robot that recognizes and brings user-
specified objects. Although the recognition of the objects
and the scene transition are researched in the field of com-
puter vision, complete recognition is still difficult in full-
automatic manner. There is a research that obtains in-
formation to complete a task by interacting with the user
when a system makes mistakes in recognition [7]. Even
when the system fails to recognize a scene event, the hu-
man user can detect and correct the failure by interacting
with the system. While human has very superior recog-
nition ability, human feels painful to repeat simple tasks
for long time such as watching long term video sequences
of the indoor or outdoor scenes. Moreover, human often
overlooks important scenes.

To solve these problems, we develop a video surveil-
lance system based on a novel concept of human-
computer co-operation by employing verbal and gestural
interaction mode. The system tries to detect the events
of bringing in or taking out objects by automatic man-
ner of image understanding and then stores the detected
events to an event-database. The user of our system can
use two interactive modes of gesture and speech utterance
in order to inquire the stored events, which enables to di-
rectly specify the interested object or space in the real en-
vironment. Since the automatic event detection and inter-
pretation may fail in complicated indoor scenes, the user

Figure 1. The concept of the system

also can use the interactive modes to correct the system’s
failures of understanding the scene events or to seek the
overlooked scene.
2. System Overview

Fig.1 shows the concept of a system for an automatic
detection of indoor scene events with interactive inquiry
based on speech dialog and gesture recognition. The sys-
tem has four modules: human observation, object detec-
tion, event interpretation, interaction with user.

Human observation module detects human face and
body, and pays attention to human posture and motions.
When the module detects human, it stores the images and
the detected time into a human-database.

Object detection module detects the objects that hu-
man brings in and stores scenes where human brings them
in or takes them out in an event-database.

Event interpretation module interprets each stored
event as a scene of ”bringing-in” or ”taking-out” with a
layer description and stores the time detected event and
the event interpretation etc into the detected-event-log.

Interaction module accepts the user’s inquiry of scene
events. It recognizes the user-specified object or space by
using the human motion and posture information obtained
by human observation module, and recognizes speech in-
put to specify a user’s task by using voice recognition
software ”Julius/Julian” [10]. When the user inquires the
desired scenes, the system searches the event-database for
them and presents them to the user.
3 Automatic Detection of Indoor Scene

Event
3.1 Foreground Detection

Human region and object region are detected from
the camera image sequence as the foreground regions
by background subtraction. Since the background often
changes gradually due to calm sunlight change or rapidly
due to switching the room lightings, adaptive update of
the background is needed. Therefore, the system first
applies the background subtraction to the current image
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Figure 7. The real scene of multiple overlap-
ping object

Figure 8. The concept of searching the de-
sired scene

candidate scenes that happened around the user-specified
position, which is obtained from the human observation
module. Then, the candidates are also limited by type of
events or date / time specified by the keyword given by
the user speech via voice recognition. Finally it presents
the best candidate and requires the user to check it with
the desired scene by speech mode. If the user indicates
it is not the desired scene, the system continues show-
ing another candidate and requiring user to check it until
the user finds the desired scene. Since the user can un-
derstand the presented scene correctly, even if the event
detection module detects a false event and shows it as a
result, the user can tell the system that the presented scene
is misunderstood and advise the system to correct it. This
advice may help the system correct other false event in-
terpretations related with the event.

The full-automatic event detection occasionally over-
looks some scene events. However, there may be the de-
sired scene in the human-database if human entrance was
detected at that scene. Therefore, the system can seeks
it from the human-database by using interactive inquiry
with the user. Fig.9 shows an example of searching the
overlooked event based on such user-interactions in both
gestural and verbal modes. The user can find the scene
about the pointing object and additionally the system can
correct the scene interpretation based on the user’s advice.

6. Conclusion
We proposed a system that detects and interprets the

scene events, and develops the inquiry system user can
inquire easily by verbal and gestural interaction. In addi-
tion, we proposed the interactive inquiry to find the over-
looked events. Future works are to recognize whether hu-
man really has the objects, to recognize what human did
and to increase the events that the system recognizes.

Figure 9. Example of searching the over-
looked event
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